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➢  Given only a video and a bounding box in the first frame...

➢  … track the object of interest...

➢  … and simultaneously reconstruct its time-varying 3D shape!

➢  direct, monocular, template-free

➢  E.g.: Person-specific warpable

face model from a public

performance recording...

...without prior knowledge

that it is a face!

FEATURE
GENERATION

MODEL
TRAINING

NR BUNDLE
ADJUSTMENT

CAMERA
ESTIMATION

2D
TRACKING

+ penalisation of in BA

(as rigid as possible)
Basis shape

Instantaneous
shape

1) canonical feature cloud (average over all frames)

2) triangulation (Poisson reconstruction)

3) offsets from canonical shape to the basis shapes

4) mean offset from kNN to obtain bases for each vertex

i.e. deformation transfer from point cloud to mesh model

Cubic globe (synthetic) 300VW:002 (+ tracking error) Face, T-shirt Quantitative results

Non-Rigid Bundle Adjustment Output: warpable polygonal mesh

Any video, no pre-processing!
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