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Background:
  We set out to create a large scale multi-modal dataset, annotating a wide 
variety of artistic style, with both tags and natural language captions. 

We present the first such dataset, covering a much wider variety of 
artistic styles compared to existing works, and we focus very specifically 
on the visual attributes of style, ignoring context, emotions, and meanings. 

We present several experiments showcasing uses of our dataset, and 
we push SOTA on style representation, by expanding ALADIN with ViT.

Contribution #1 - Grounded Annotation Methodology:
�  Iterative, collaborative labelling methodology based on Grounded 

Theory (GT)
• Qualitative methodology often used in humanities and social 

sciences
• Unconstrained, multi-stage data clustering exercises
• Simultaneously evolving shared vocabulary
• Undertaken by experts at art universities, with open discussions
• Final cleaning stage undertaken by trained crowd annotation team

� Strong refining and harmonization of language style

Contribution #2 - StyleBabel dataset:

� First diverse, large scale dataset for natural language captions and 
free-form tags, for diverse artistic style

• 135k digital artworks
• Images collected from the Behance platform
• Both tags and caption labels collected via GT 
• Labels are individualised to each image

� Excerpt of the dataset - four images and their associated tags and 
natural language caption labels

� Estimated total cost of annotation: $160k
� Dataset is released freely as CC-BY 4.0

Example style groups from the StyleBabel dataset annotation

Contribution #3 - Multi-modal experiments:

� Automatic tag generation (img -> tag)
• We beat SOTA CLIP model on tag retrieval when using the 

cleanest level of our StyleBabel dataset
• We further push SOTA with our improvements to the ALADIN 

style model, where we integrate ViT into its model backbone

� Tag-based  image retrieval (tag->img)
• Inverted tag retrieval experiment, where images are retrieved
• Both experiments are restricted to style information only

� Automatic caption generation (img -> caption)
• Greatly exceed SOTA for style information in captions
• Built using a Virtex+AttentionOnAttention model
• Focused on global style features, rather than localized semantic 

features, as standard in captioning literature
• Tables with examples can be found in the supplementary 

materials

Example tags and captions generated automatically by models trained with StyleBabel

Data: 
https://cvssp.org/projects/danruta/stylebabel.csv

TAGS: contrast, 
kaleidoscope, 
psychedelic,
complex, intricate, 
complicated, 
paisley,colored, 
colorful,repetitive, 
surreal

CAPTION: kaleidoscopic 
illustration fea-
turing repetitive 
psychedelic pattern with
abstract shapes against 
a plain background. The 
colorful artwork is 
complex and intricate.

TAGS: abstract, 
chaotic, complex, 
texture, colors, 
pastel, sparse, 
scale, large, 
colorful, 
expressionism

CAPTION: Abstract oil 
painting featuring 
chaotic and complex 
linear patterns. This 
expressionism also 
features sparse 
textures using pastel 
and muted colors.


