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Motivation Contributions
» Markerless motion capture — no special suit required for performer * Novel 3D human pose estimation fusing multi-view video and inertial signals
» Unconstrained environments — remove need for dedicated motion capture shoots = Multiple views incorporated into fully 3D convolutional neural network
* Fuse video and inertial sensors — overcome limitations of individual sources * Releasing new hybrid dataset including video, IMU and 3D ground truth
Total Capture Dataset > S A
Multi-view video, inertial measurement unit (IMU) and vicon ground truth 3D pose data
» 8 X 1080p60 video cameras
= 13 IMU sensors
= Vicon ground truth labelling
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http://cvssp.org/data/totalcapture truth pose acceleration
Network Training Pipeline
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Frame 1480 PVH-TSP IMU-TSP Fused-DL Per frame accuracy on sequence FS3 Subject 4 Additional results across diverse poses within Total Capture
Approach SeenSubjects(S1,2,3) UnseenSubjects(S4,5)  Mean
W2 FS3 A3 W2 FS3 A3
Results — Human 3.6M Tri-CPM [1] 79.0 1121 1065 790 1493 737 9938
Tri-CPM-TSP [1] 45.7 102.8 719 57.8 142.9  59.6 80.1
* 4 x MVV camera input only 2D Matte [2] 1049 155.0 117.8 161.3 208.2 161.3 1429
? ? ? . NO IMU SEensors 2D Matte-TSP[2] 94.1 1289 105.3 109.1 168.5 120.6 121.1
3D PVH 48.3 122.3  94.3 84.3 168.5 154.5 107.3
= Evaluation on vision branch only 3D PVH-TSP 38.8 86.3 72.6 69.1 112.9 119.5 81.1
= Tri-CPM: triangulation of per Solved IMU 62.4 129.5  78.7 68.0 162.5 146.0 107.9
camers 2D joint estimates using Fused-Mean MUTIDPVI 373 13§ 613 452 1567 1365 918
. . . u - . . . . . . .
gtogl‘_’((’:'%tg’gagoi%‘;’e Machines (Wel ([Fused DLIMU+3D PVH 300 90.6  49.0 360 1121 1092 70.0 |
Average per joint error in mm
Source PVH PVH-TSP Ground Truth
[1] Wel et al. Convolutional Pose Machines, CVPR 2016
Approach Direct. Discus  Eat  Greet. Phone  Photo Pose Purch. [2] Trumble et al. Deep convolutional networks for maker-less human pose estimation from
Tri-CPM[ 1] 125.0 111.4 101.9 1422 1254 147.6 109.1 133.1 multiple views, CVMP 2016
Tri-CPM-TSP[1] 674 719  65.1 108.8 839  112.0 55.6 77.5
PVH-TSP 92.7 83.9 72.3 93.2 86.2 101.2 75.1 78.0
Sit. SitD  Smke  Wait W.Dog walk W.toget. Mean Ackn Ow|edgem ents
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