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Motivation

 Markerless motion capture – no special suit required for performer

 Unconstrained environments – remove need for dedicated motion capture shoots

 Fuse video and inertial sensors – overcome limitations of individual sources

Contributions

 Novel 3D human pose estimation fusing multi-view video and inertial signals

 Multiple views incorporated into fully 3D convolutional neural network 

 Releasing new hybrid dataset including video, IMU and 3D ground truth
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 8 x 1080p60 video cameras

 13 IMU sensors

 Vicon ground truth labelling

 5 subjects x 12 sequences

 Over 1hour of 60Hz footage

 Freely available at:

http://cvssp.org/data/totalcapture
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Network Training

Video branch

 Geometric proxy (PVH) constructed from MVV

 Passed as input into 3D CNN

 100k unique training poses / 50K test

 Augmented with rotation around vertical axis

IMU branch

 Manually calibrated to initial T-pose

 Joint angles inferred by forward kinematics

Temporal sequence prediction model (TSP)

 Independent model trained for each modality

 Enforces temporal consistency with memory cells

Fusion layer

 Output from branches concatenated

 Passed through 2 fully connected neural layers

 4 x MVV camera input only

 No IMU sensors

 Evaluation on vision branch only

 Tri-CPM: triangulation of per 

camera 2D joint estimates using 

Convolutional Pose Machines (Wei 

et al. CVPR 2016)
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